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Background and Motivation

» Existing long-context evaluation benchmarks, like NIAH, only focus
testing models’ ability to retrieve from the long context. Evaluating
models’ global understanding of the full context remains lacking.

+  Only many-shot classification ICL tasks have been utilized in
LongICLBench for long-context evaluation. Other types of many-shot
ICL tasks are still underexplored on LCLMs.

Not all ICL tasks benefit from additional demonstrations

Classification performance steadily
improves with more shofs.
Summarization show gradual
performance gains.

Inconsistent trends in science and
symbolic reasoning tasks.

Math reasoning tasks benefit from

additional demonstrations,
particularly for stronger models.
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SSL vs ASL tasks

Similar-sample learning (SSL) tasks: they require retrieval of similar
examples. All classification tasks exhibit high SLR.

All-sample learning (ASL) tasks: they necessitate a great degree of
global context understanding and have SLR that is close to 1.
ManyICLBench contains 5 SSL tasks and 11 ASL tasks.

ManyICLBench Performance Table

Research Questions

* RQ1: What types of ICL tasks benefit from additional demonstrations,
and are these tasks effective at evaluating LCLMs?
* RQ2: To what extent does each task require learning from a limited

number of samples versus learning from more samples with broader
context from LCLMs?

Sample Learning Ratio

Sample Learning Ratio (SLR) is a metric to access whether tasks predominantly rely
on models to retrieve relevant examples during many-shot ICL.

Perfeqs: is the model's performance after removing 10%
least similar examples. Perf,,.; is the model’s performance
after removing 10% most similar examples.
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High SLR: tasks that rely on retrieving specific examples
Low SLR: fasks requiring broad context understanding

Sample Learning Ratio Measurement (Task Categories)

Sample Learning Ratio Measurement (Tasks)
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SSL Tasks 1k 2k 4k 8k 16k 32k 64k 128k AVG. AVG.L. < Most models struggle at retrieving examples after 32k length:
GLM-4-9b-Chat 31.63 3499 15727 GGG S AGI293 5591 7114 Most models improve performance up fo 16k tokens but begin fo
Mistral-Nemo-Instruct 33.44 3545 53.90 63.61 degllng qﬁer 32k, with pnly select models like GLM-4 consistently
Mistral-Large-Instruct-AWQ ~ 49.15 5123 71.95 61.89 66.16 73.04 maintaining strong retrieval performance at very long contexts.
Llama-3.1-8B-Instruct-AWQ  32.13  34.63 5531 68.81
Llama-3.1-70B-Instruct-AWQ 38.75 42.87 61.92 7353 . Challenges in ASL tasks:
Qwen2-7B-Instruct-AWQ 30.18  34.03 53.20 66.41 ASL tasks pose significant challenges, as most models struggle to
Qwen2-72B-Instruct-AWQ 3641 RG89 6285 7717 effectively leverage global context even at shorter lengths, though
Phi-3-Mini-Instruct 3027 30.90 4548 5428 models like Gemini and Qwen2-72B exhibit relatively stable
Phi-3-Medium-Instruct 3173 3355 4745 5570 performance.
Phi-3-Small-Instruct 3148 36.27 k 49.60 56.30
Jamba-1.5-Mini 32.10 3691 [H4861° 5544 6651 .
Gemini-1.5-Pro 3640 4731 | 5801 6221 7303 * The paradox of model size: i
Larger models can suffer greater performance degradation at long
ASL Tasks 1k %k 4 8k 16k 32k 64k 128k AVG. AVGL contexts without adequate long-context training, highlighting the
GLM-4-9b-Chat 40.51 40.28 42.04 4278 4070 4046 38.85 39.13 40.59 39.48 necessity for targeted training rather than relying solely on scale.
Mistral-Nemo-Instruct 3825 39.07 3928 3899 | 33.06 32.83 34.88 30.13
Mistral-Large-Instruct- AWQ ~ 61.47 61.10 6123 60.87 60.86 58.84 | 50.01 53.88 4185 | S L
Liama-3.1-8B-Instruct 3731 3884 4125 4079 3983 3977 39.12 3441 3892 3777 ~ Llama3.lperformance and fraining limitations: .
Llama-3.1-70B-Instruct-AWQ 5332 5484 5576 5587 5642 5634 5442 [GISBEN soeo 4312 Homas.] modelsinifially benefit from additional demonstrafions up
Qwen2-7B-Instruct 3952 4196 4517 4539 4550 3729 3697 | 3399 4072 3600 1O 64k butexperience significant drops at 128k due fo insufficient
Qwen2-72B-Instruct-AWQ ~ 48.01 4924 5032 5070 5097 4820 4798 4816 4920  48.11 long-context fraining exposure.
Phi-3-Mini-Instruct 3354 3297 @ 29.80 29.75 30.12 28.78 28.06 29.85 27.53
Phi-3-Medium-Instruct 41.59 4091 3485 35.63 36.91 36.84 36.38 36.43 33.84 « Gemini exhibits robustness:
Phi-3-Small-Instruct 41.61 41.61 41.61 3558 37.17 37.73 | 3691 3533 38.44 36.65 Gemini-1.5-Pro maintains strong retrieval and global-context
Jamba-1.5-Mini 3196 33.08 3297 3270 31.66 28.82 | 27.14 2587 30.53 27.28 understanding up to 128k tokens, significantly outperforming other
Gemini-1.5-Pro 57.87 6339 64.15 6678 68.02 67.78 66.14 6642 65.07 66.78 open-weight models in ASL fasks.
Why do LCLMs fail on ASL tasks? Why do LCLMs perform better on SSL tasks?
LC LMS reqson |ng O billnes degrqde Qwen2-72B-Instruct on Intent Tasks Llama-3.1-70B-Instruct on Intent Tasks O n SSL Tcsks' Using only The
with increased context length. % closest 10% examples
;” achieves nearly full-set
. At 128k tokens, Liama-3.1-708 £ performance.
notably underperforms Qwen-2-72B 550
due to weaker reasoning and w0 SSL tasks primarily rely on
instruction-following capabilities. I effective retrieval of highly
e iy 0 T L BB TR similar examples, whereas
ASL tasks offer no retrieval
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